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Abstract

In sexual populations, beneficial mutations that occur in different lineages may be recombined into a single lineage.
In asexual populations, however, clones that carry such alternative beneficial mutations compete with one another
and, thereby, interfere with the expected progression of a given mutation to fixation. From theoretical exploration
of such ‘clonal interference’, we have derived (1) a fixation probability for beneficial mutations, (2) an expected
substitution rate, (3) an expected coefficient of selection for realized substitutions, (4) an expected rate of fitness
increase, (5) the probability that a beneficial mutation transiently achieves polymorphic frequency (� 1%), and (6)
the probability that a beneficial mutation transiently achieves majority status. Based on (2) and (3), we were able
to estimate the beneficial mutation rate and the distribution of mutational effects from changes in mean fitness in
an evolvingE. coli population.

Introduction

Asexual populations adapt to their environment by the
occurrence and subsequent rise in frequency of bene-
ficial mutations. Without recombination, a population
must incorporate beneficial mutations in a sequential
manner (Fisher, 1930; Muller, 1932, 1964; Crow &
Kimura, 1965). The time required for fixation of a ben-
eficial mutation may be considerable if the population
is large; however, the mutation remains at low frequen-
cy for much of this time (Lenski et al., 1991). While the
mutation is at low frequency, another beneficial muta-
tion may arise on the ancestral background. If two
such beneficial mutations occur in a sexual population,
then the two novel genotypes can recombine to form a
fitter double-mutant (assuming no negative gene inter-
actions). In an asexual population, however, these two
novel genotypes compete with one another. Such com-
petition between beneficial mutations slows the spread
of, and may even eliminate, the first mutation. Such
‘clonal interference’ between beneficial mutations has
many important consequences for the dynamics of evo-
lution in asexual populations.

The idea that progression of a beneficial mutation
to fixation may be impeded by competing beneficial
mutations was articulated by Muller (1932, 1964) in
the context of discussions on the evolutionary advan-
tage of sex. Almost in passing, a brief theoretical treat-
ment was later given by Haigh (1978), in which he
proposed a discrete-time model of competing benefi-
cial mutations. Employing a different approach, we
give a full theoretical treatment of the phenomenon of
competing beneficial mutations and its consequences.

The body of this paper is presented in two main
parts. In the first part, a probability of fixation is derived
that incorporates the effect of competition between
beneficial mutations, and some consequences of this
derivation are then explored. The dynamics of fixation
are such that a relatively simple derivation suffices. In
the second part, the probability is derived that a ben-
eficial mutation achieves a frequency greater than or
equal to some specified frequency,f. From this, the
probability that a beneficial mutation becomes tran-
siently polymorphic (0.01<f<1) or transiently com-
mon (0.5<f<1) is derived. The derivations in the sec-
ond part require treatment of the dynamics of a three-
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genotype system; hence, the derivations are more com-
plex than those of the first part.

Clonal interference and fixation

Clonal interference among beneficial mutations

Some definitions. We refer to the common progenitor
of one or more mutants as the ‘ancestor’; the ancestral
genotype, which is haploid, is denoted byab, and the
number of carriers of theab genotype present at time
t is denoted byx(t). A mutant that carries a beneficial
mutation has genotypeAband hasy(t) carriers at time
t. Another mutant that carries an alternative mutation,
also beneficial, has genotypeaB and hasz(t) carriers
at timet. When discussing a beneficial mutation that is
followed by the appearance of one or more alternative
mutations, the first beneficial mutation shall often be
described in retrospect as the ‘original mutation’. If the
original mutation is followed by a superior mutation,
then there is a significant probability that the original
mutation will be eliminated. This phenomenon, where-
by the fate of an original beneficial mutation is altered
by the appearance of a superior alternative mutation,
shall be called ‘clonal interference’.

The expected number of interfering mutations.We
derive here the expected number of alternative muta-
tions that are superior to a beneficial mutation and
hence interfere with the progress of that mutation to
fixation. Assuming that the number of such interfer-
ing mutations is Poisson distributed, we determine the
probability that no interfering mutation occurs by cal-
culating the zero-class. This probability is an impor-
tant factor in determining the likelihood of fixation of
a beneficial mutation.

Suppose a population is homogeneous until the
appearance of a beneficial mutation, at which time the
population consists of two fitness variants: the ances-
tral genotype and the beneficial mutant. Let the benefi-
cial mutant appear in the ancestral population at timet
= 0. The beneficial mutant, being competitively supe-
rior to the ancestor, slowly displaces the latter until
finally reaching fixation at some time,tf . Therefore,
the time interval during which the beneficial mutation
is present but not yet fixed is (0,tf ). The expected
number of interfering mutations is simply the expect-
ed number of mutations occurring in the interval (0,
tf ) on the wildtype background that are competitively
superior to the original beneficial mutation.

If total population size,N, is constant, then the
dynamics of the two genotypes are logistic (see, for
example, Crow & Kimura, 1970). Letsdenote the dif-
ference in Malthusian parameters between ancestorab
and beneficial mutantAb. We have chosen the letters
because, under logistic growth, a difference in Malthu-
sian parameters is equivalent to a selection coefficient
when the unit of time is generations. Let� denote
the beneficial mutation rate per capita, per generation.
Definetf as the time to virtual fixation of the mutant
subpopulation, i.e.,y(tf ) = N-1. The expected num-
ber of further beneficial mutations between the time of
appearance of the original mutation and its fixation is

�

tfZ
0

x(t)dt =
�

s
N ln N : (1)

Of these beneficial mutations produced, we now cal-
culate the fraction that interfere with the growth of the
original mutation. We assume the effects of beneficial
mutations to be exponentially distributed (c.f. Kimura,
1970; seeDiscussion). Hence, the probability density
for s is � e��s, where� characterizes the distribu-
tion of mutational effects and may be determined from
empirical data (seeEstimation of parameters).

In the first few generations of growth, a beneficial
mutation may be lost due to random sampling events,or
drift. We employ the general notation,�(s), to denote
the probability that a beneficial mutation is not lost by
drift in these first few generations. (Although depen-
dence ons alone is indicated by our notation, this
probability may in some cases be a function of oth-
er parameters as well.) All further derivations employ
the general notation,�(s), whereas all computations
implement the approximation,�(s) � 4s, which is
derived in Appendix I for the special case of bacterial
populations. We emphasize that our analytical results
are general for asexual species; implementing these
results, however, depends on first finding an appro-
priate function,�(s), for the particular species under
study. A viral species, for example, might be assumed
to have a Poisson distribution of offspring, in which
case�(s) � 2s when population size is constant (Hal-
dane, 1927). Expressions for probabilities of surviving
drift in fluctuating populations are given in Otto and
Whitlock (1997).

In light of the two preceding paragraphs, the prob-
ability that an arbitrarily chosen beneficial mutation
(i) has a selection coefficient greater thans and (ii )
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survives drift is

1Z
s

�(u)�e��udu:

All further derivations assume that�(u) is linearly
related tou, in which case this integral is equivalent to
e
��s�(s + 1

�
).

Because loss by drift occurs in the first few gen-
erations, whereas loss by clonal interference is more
probable in later generations, we can make the sim-
plifying assumption that these two processes are inde-
pendent. Therefore, the expected number of mutations
occurring in the interval (0,tf ) that are superior to a
given beneficial mutation with selective advantage,s,
and that survive the effects of drift is

�(s; �; �;N) =
�

s
N ln (N) e��s�(s+

1
�
): (2)

This is the expected number of interfering mutations.

Fixation probability of a beneficial mutation

If a beneficial mutation survives the first few genera-
tions and is not lost by drift, its fixation is still far from
ensured. In fact, fixation of a beneficial mutation may
be very unlikely as a consequence of the presence of,
and competition with, alternative mutations.

A beneficial mutation is fixed only if(i) it survives
drift, and (ii) no superior mutation appears and sur-
vives drift in the time interval required for fixation.
Given selective advantages, the probability that a ben-
eficial mutation will not be lost by either drift or clonal
interference is simply the product,

Prffixjs; �; �;Ng = �(s)e��(s;�;�;N): (3)

This probability is plotted againsts in Figure 1. Final-
ly, the probability density for the condition that a given
beneficial mutation confers a selective advantages is
� e��s. The probability, therefore, that an arbitrari-
ly chosen beneficial mutation will become fixed in a
population is

Prffixj�; �;Ng =

�
1R
0
�(s) e��(s;�;�;N)��sds:

(4)

In Figure 2, the fixation probability given by equation
(4) is plotted for different combinations of� andN.

Figure 1. The probability that a given beneficial mutation with
selection coefficient,s, achieves fixation. Equation (3) with� = 35,
� = 2.0� 10�9, andN = 3.3� 107.

Figure 2. The probability of fixation of an arbitrarily chosen bene-
ficial mutation is a decreasing function of both beneficial mutation
rate,�, and population size,N (Equation [4]). The exponential para-
meter,�, appears only to shift the curves down vertically without
changing their shape.

Note the dramatic decrease in fixation probability with
increasing beneficial mutation rate and with increasing
N. The above calculations will become more informa-
tive and useful when the fixation probability is con-
verted to an expected substitution rate of beneficial
mutations in a population.
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Figure 3. The substitution rate of a population is an increasing
function of its beneficial mutation rate (Equation [5]). When the
population size is large, however, a large change in beneficial muta-
tion rate hardly affects the substitution rate.

The expected rate of substitution

We now make a simple, intuitive, but erroneous cal-
culation in order to demonstrate that the results of this
section may counter a seemingly reasonable train of
thought. The total number of beneficial mutations pro-
duced per generation by a population is equal to the
beneficial mutation rate times the number of individ-
uals in the population,�N. Suppose that a fraction 4s
survive drift. If one made the assumption that a certain
fixed fraction,�, of these beneficial mutations go to
fixation, then the rate of substitution would be 4s��N.
Put differently, the rate of substitution might be pre-
sumed to be a linear function of either mutation rate or
population size. In this section, however, we show that
when clonal interference is taken into account and the
population is large, mutation rate and population size
have surprisingly small effects on substitution rate.

With the fixation probability given by equation (4),
the expected substitution rate of beneficial mutations
is given by

< �(�; �;N) >= �NPrffixj�; �;Ng; (5)

where< � > denotes the expected value. As shown
in Figure 3, a very large change in beneficial mutation
rate (several orders of magnitude) has little effect on the
substitution rate of the population, especially when the
population is large. This constraint may be thought of
as a ‘law of diminishing returns,’ where the investment
is the number of beneficial mutations produced by a
population and the returns are adaptive substitutions.

The expected selection coefficient of successful
mutations

Figure 1 shows that there is some critical value ofs
below which the probability of fixation of a benefi-
cial mutation is essentially zero. A beneficial muta-
tion whose selective advantage is small is not likely to
become fixed because it must compete with many supe-
rior mutations. On the other hand,a beneficial mutation
whose advantage is large is less likely to be produced.
Hence, there must be some intermediate selection coef-
ficient that balances the fixation advantage of larges
with the more frequent occurrence of smalls. This bal-
ance corresponds to the expected selection coefficient
of successful mutations.

Let p(s) = K�(s) e��(s;�;�;N)��s, whereK is a

normalizing constant such that
1R
0
p(s) ds = 1: Then

p(s)is the probability density that a beneficial mutation
of selective advantages will be (i) produced and(ii)
fixed. Therefore, the expected value for the selection
coefficient of successful mutations is

< s(�; �;N) > =

1Z
0

s p(s) ds: (6)

Figure 4 reveals that this expectation is essentially con-
stant for�N < 0.01 and increases approximately lin-
early with the log of population size when�N> 0.1.

Effect of clonal interference on rate of fitness increase

At this point, sufficient information has been provided
to determine how clonal interference between benefi-
cial mutations affects the rate of adaptive evolution.
Having derived(i) the rate at which substitutions occur
and(ii) the expected selective advantage conferred by
substitutions, we now calculate the expected rate of
fitness increase simply as the product of(i) and(ii) :
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Figure 4. The expected selection coefficient of substitutions,<s(�,
�, N)>, is an increasing function of population size,N. Equation
(6) with � = 35, and� = 2.0� 10�9. The solid line indicates the
expected value; the dashed lines indicate numerically determined
95% predictive confidence limits.

Figure 5. The rate of fitness improvement,dw
dt

, is an increasing
function of both population size,N, and beneficial mutation rate,�.
Equation (7) with� = 35. This rate of increase decelerates substan-
tially, however, due to increased clonal interference when�N> 0.1
(i.e., when more than one beneficial mutation is produced on average
every 10 generations).

dw
dt

= < �(�; �;N) > < s(�; �;N) >

= � � N
1R
0
s �(s) e��(s;�;�;N)��s ds

(7)

Equation (7) is plotted againstLog10 N in Figure 5 for
different mutation rates. It appears thatdw

dt
approaches

a maximum value for increasingN. The same is true for
�. Indeed, that a maximum value exists can be shown
mathematically. The implication is that there exists a
sort of ‘speed limit’ for asexual evolution imposed by
clonal interference.

Estimation of parameters: an empirical example

The previous developments show some characteristic
consequences of clonal interference; yet, these devel-
opments remain at the level of sweeping generalities
until we find the region of parameter space in which
biological reality lies. We demonstrate here that the
parameters� and� may, in fact, be estimated empiri-
cally.

Equations (5) and (6) govern the expected rate of
substitution and the expected selection coefficient of
substitutions, respectively, both being functions of�,
�, andN. If N is known, then the resulting two equa-
tions contain two unknowns and are linearly indepen-
dent:

< s(�; �) > �sobs = 0
< �(�; �) > ��obs = 0

(8)

The parameters� and�may, therefore, be determined
from this pair of equations given observed values for
the substitution rate,�obs, and the selection coefficient
of substitutions, sobs.

It is possible to obtain such values by tracking the
fitness trajectory of an evolving population (Lenski et
al., 1991; Lenski & Travisano, 1994). The average time
between periodic selection events gives the reciprocal
of the substitution rate estimate; the average fitness
increase caused by periodic selection events gives an
estimate for the selection coefficient of substitutions.

As an example, we estimate� and� using the fit-
ness trajectory observed for an evolvingEscherichia
coli population (Lenski et al., 1991; Lenski & Trav-
isano, 1994). This example serves two purposes:(i) it
demonstrates the estimation procedure, and(ii) it puts
us in the ‘biological ball-park’ of parameter space.
Lenski and colleagues serially propagated severalE.
coli populations for 10,000 generations of binary fis-
sion in a constant environment. (A particularly nice
feature of working with bacteria is that samples of the
evolving populations may be frozen and later ‘resur-
rected’ for comparison with samples from earlier or
later times. In this way, one may track the evolution
of populations over time by competing the evolved
populations against the ancestor to estimate their rel-
ative fitness.) That calculation of generation num-
ber implies a discrete-time formulation of population
growth, whereas the mathematics in this paper employ
a continuous-time formulation. In the following esti-
mation of parameters, we adjust the number of genera-
tions by a factor ofln 2 (� 0.693) to reflect this differ-
ence. During the first 2000 generations of binary fission
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(� 1400 natural generations), they intensively assayed
fitness for one population (Lenski & Travisano, 1994).
The observed fitness trajectory was characteristically
punctuated with sudden fitness increases followed by
long periods of stasis. This general pattern is in accor-
dance with the results of previous sections: that due
to clonal interference, the substitution of a beneficial
mutation is a rare, isolated event, and that the fitness
increases due to substitutions are large. Based on three
sudden fitness increases during� 1400 natural gener-
ations (Lenski & Travisano, 1994), the average substi-
tution rate is estimated as�obs = 0.002 substitutions
per generation; the average fitness increase resulting
from a substitution issobs = 0.1. The effective popula-
tion size with respect to the substitution of beneficial
mutations, and given the serial transfer regime, was
determined to be 3.3� 107 (Lenski et al., 1991).

We have estimated parameters� and� from these
data by finding the point of intersection between the
solution curves of equations (8). The solution for this
system of equations is� = 35 and� = 2.0� 10�9 bene-
ficial mutations per replication. Given that the genom-
ic mutation rate ofE. coli is approximately 3� 10�3

mutations per replication (Drake, 1991), one can infer
that the proportion of mutations that are beneficial is
roughly one in a million.

We emphasize that these estimates dependon(i) the
assumption of an exponential distribution of beneficial
mutational effects, and(ii) the assumption that� and
� remain constant even as mean fitness increases. The
empirical fitness trajectories referred to in this section
show a decreasing rate of increase, suggesting that
assumption(ii) is false if the environment is constant.
(See Assumptions of the models.)

Transiently common mutations

Clonal interference – a general model

Suppose that, while one beneficial mutation grows in
number, a second beneficial mutation appears that is
superior to the first. The population is now composed
of three genotypes of interest: the ancestor and two
competing beneficial mutations. If the first beneficial
mutation is not close to fixation, then its growth is
unaffected by the growth of the second, superior muta-
tion until the latter has become sufficiently abundant
to affect the mean fitness of the population noticeably.
When the superior mutation attains sufficient number,
the growth of the original mutation is retarded until, at

some point, it reaches a maximum frequency and then
begins to decline. We are interested in the probabili-
ty that the frequency at which this maximum occurs is
greater than or equal to some frequency,f. To determine
the probability that any particular beneficial mutation
achieves a frequency of at leastf, we begin by com-
puting the time,tz , at which a superior mutation with
selective advantagesz must have appeared to insure
that the original mutation achieves a maximum fre-
quency of exactlyf. Then we calculate the probability
that no such superior mutation occurs in the interval
(0, tz); this is the probability that the original mutation
achieves a maximum frequency of at leastf. (Note that
tz is itself a function of the selective advantage,sz , of
a given superior mutation.) To facilitate presentation
of this development, we introduce the term ‘candidate
replication’ to refer to any replication event which, if
it were to produce a superior mutation, would prevent
the original mutation from attaining frequencyf.

Consider a three-genotype system with ancestorx,
original beneficial mutanty, and alternative superior
mutantz; the deterministic solution for the dynamics
of such a system is derived in Appendix II. The time,
tmax, at which beneficial mutation,y, reaches maxi-
mum number is a function of the time of occurrence,
tz , of an alternative mutation,z, which is superior to
y, i.e., tmax = tmax (tz). The time,tz , is that which
satisfiesy(tmax (tz)) = f N, wheretmax(tz) is such that
dy

dt
jtmax(tz) = 0: If the superior mutation,z, were to

occur before timetz, then the original mutation,y,
would not achieve frequencyf. We can, therefore, cal-
culate the probability that no superior mutation occurs
in the interval(0, tz) by determining the expected num-
ber of such mutations in this interval and assuming that
they are Poisson distributed.

The first step in determining the expected number of
superior mutations interfering with the original muta-
tion is to calculate how many candidate replications
take place, i.e., the number of ancestral replications

in the interval (0,tz), or R =
tzR
0

x (t)dt : But tz is a

function of the selective advantage,sz , of the superi-
or mutation.R is closely approximated by evaluating
tz(sz) at the expected value forsz conditional on it
being greater thansy, i.e., t̂z = tz(hsz jsz > syi),
wherehszjsz > syi = sy + 1

�
is the expected selection

coefficient of a superior mutation.
The expected number of beneficial mutations in the

interval (0,t̂z) is�R, where� is the per-replication rate
at which beneficial mutations are produced. Of these
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�R beneficial mutations, only the fractione��sy will
be competitively superior toy, the original beneficial
mutation. And of these� R e��sy superior mutations,
only another fraction�(sy + 1

�
) will survive drift.

Therefore, the expected number of beneficial muta-
tions that occur in the interval (0,̂tz, that are superior
to y, and that survive drift is = �Re��sy�(sy +

1
�
):

Because this expectation is a function ofsy but not
sz, we simplify our notation at this point by letting
s = sy. The analytical solution forR, the number of
candidate replications, is derived in Appendix III. The
resulting expected number of superior mutations that
would prevent a given beneficial mutation from attain-
ing frequencyf is

 (s; �; �;N; f) =
� N ln (N=�) e��s�(s+ 1

�
);

(9)

where

� = 1+
1

�s+ 1

�
(
1
f
� 1)(�sN)

�s
�s+1 � �s

�
:

Thus, the probability that a given beneficial mutation
achieves a maximum frequency of at leastf is

�(s) e� (s;�;�;N;f); (10)

where the effect of drift is incorporated by�(s).
It is important to point out that equation (9) incor-

porates an approximation that is essentially an equality
for f < 0.95, but which introduces significant error for
f > 0.99. (See Appendix III for details.) A technical
difficulty with equation (10) is that there is no guar-
antee that (s; �; �;N; f) is non-negative, whereas a
fundamental assumption of the Poisson process is that
the Poisson parameter be non-negative. To remedy this
problem, we impose the condition,

 (s; �; �;N; f) = maxf (s; �; �;N; f); 0g:

Otherwise, a negative Poisson parameter may arise if
superior mutationzmust appearbeforeoriginal benefi-
cial mutationy to insure that the latter attains maximum
frequencyf, i.e., t̂z is negative. In this case, the proba-
bility that a given beneficial mutation achieves a maxi-
mum frequency of at leastf is equal to one, because an
assumption of our analysis is that the superior mutation
z does not appear before original mutationy. We have
shown that this assumption does not introduce much
error (seeAssumptions of the models).

Probability of transiently polymorphic beneficial
mutations

In this section, our objective is to determine with what
probability one might expect a beneficial mutation to
rise temporarilyto polymorphic frequency. We define
polymorphic frequency as any frequency greater than
or equal to 0.01. In theClonal interference and fixation
section, we were only concerned with whether or not a
beneficial mutation became fixed in a population, i.e.,
whether or notf � N�1

N
: Now, we examine the prob-

ability that the frequency,f, of a beneficial mutation
exceeds 0.01 yet never reachesN�1

N
: This is the prob-

ability that a mutation will be transiently polymorphic.
Given that a beneficial mutation survives drift, the

probability that it will achieve polymorphic frequen-
cy is e� (s;�;�;N;0:01): Given that the same mutation
achieves polymorphic frequency, the probability that it
does not reach fixation is computed as the probability
that at least one superior mutation appears in the inter-
val (t̂z; tf . The expected number of superior mutations
appearing in this interval is:

(s; �; �;N; f) =
�

s
N ln (�)e��s � (s+ 1

�
);

(11)

where� is as defined in equation (9). Therefore, giv-
en that a mutation with selective advantage,s, has
achieved polymorphic frequency, the probability that
it does not reach fixation is 1� e��(s;�;�;N;0:01). The
probability that a mutation will be transiently polymor-
phic is the product of(i) the probability that the muta-
tion survives drift,(ii) the probability that the mutation
achieves polymorphic frequency given(i), and(iii) the
probability that the mutation does not reach fixation
given (ii) . Therefore, the probability that any arbi-
trarily chosen beneficial mutation transiently achieves
polymorphic frequency is

Prfpolyj�; �;Ng =

�
1R
0
�(s) e� (s;�;�;N;0:01)��s

(1� e�(s;�;�;N;0:01)) ds

(12)

This equation is plotted in Figure 6. Given a certain
population size, there is an intermediate value of the
beneficial mutation rate at which the probability is
greatest that an arbitrarily chosen beneficial mutation
will transiently achieve polymorphic frequency. Like-
wise, given a certain beneficial mutation rate, there
is an intermediate population size that maximizes the
probability that an arbitrary beneficial mutation will be
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Figure 6. The probability that an arbitrarily chosen beneficial muta-
tion transiently achieves polymorphic frequency is plotted against
log population size for various beneficial mutation rates. Equation
(12) with � = 35. For a given beneficial mutation rate, there is an
intermediate population size at which the probability of achieving
polymorphic frequency is a maximum.

transiently polymorphic. This result seems reasonable,
because an increased recruitment rate of beneficial
mutations,�N, increases the probability that a superi-
or mutation occurs before a given beneficial mutation
can reach polymorphic frequency (i.e., increases clonal
interference). By lowering�N, on the other hand, one
reduces the probability that a superior mutation occurs
later, hence increasing the probability that a beneficial
mutation, which has already achieved polymorphic fre-
quency, will go to fixation (i.e., is not transient).

Given the parameters estimated previously for an
evolvingE. colipopulation (� = 35,� = 2.0� 10�9, N
= 3.3� 107), the probability that an arbitrarily chosen
beneficial mutation becomes transiently polymorphic
is approximately 0.034. With�N� 0.07, a beneficial
mutation would have occurred every 15 generations
or so. Of these, about 1 in 30 would become tran-
siently polymorphic. Hence, one would expect about
three transient polymorphisms (f>0.01) in 1400 nat-
ural generations. This number is roughly comparable
to the number of periodic selection events that were
observed. This correspondence suggests that each ben-
eficial mutation that went to fixation displaced not only
its ‘parent’ genotype but also a ‘sibling’ genotype that
had achieved some success.

Surprisingly, these estimates do not rely heavily on
the assumption that beneficial mutations are exponen-
tially distributed. Calculations based on an alternative
rectangular distribution show that the probability that
a beneficial mutation transiently achieves polymorphic
frequency is approximately 0.05. Thus, by assuming a
rectangular distribution, one might expect about four

Figure 7. The leapfrog phenomenon illustrated phylogenetically.
The phylogeny of majority genotypes is compared with that of
sequential substitution.

transient polymorphisms in 1400 natural generations.
The fact that assuming such very different distributions
results in less than a two-fold difference in estimates
suggests that these results are fairly robust. The sec-
tion Assumptions of the modelsgives a more complete
discussion of this test of robustness.

Probability of transiently common mutations: the
leapfrog

In a slight variation of the previous section, we will
now examine the probability that a beneficial mutation
achieves a frequency of 0.5 but is not fixed. We devote
a separate section to this special case because of the
strange dynamics it would present to an observer of a
population in which it occurred. In this case, a mutant
Ab reaches majority status before being supplanted by
a superior mutantaB, where both mutants are derived
directly from the same ancestorab. At the genetic lev-
el, this appears as a ‘leapfrog’ episode in which(i) Ab
replacesab as the most common genotype and there-
after aB replacesAb as the most common genotype,
even though(ii) aB is more closely related toab than
to Ab (Figure 7). If one were to sample this population
at timest1, t2, andt3, as indicated in Figure 8, then one
would observe that the sample fromt3 is more closely
related at the genetic level to the sample taken att1
than to that taken att2.
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Figure 8. The leapfrog phenomenon illustrated dynamically. Geno-
type ab is displaced by mutantAb, which is later displaced by
alternative mutantaB. Equations (25) and (26) withsy = 0.09,sz =
0.13. Note that genotypes sampled at timet3 are more closely related
to those sampled att1 than to those sampled att2.

Following the derivation of equation (12), the prob-
ability that an arbitrarily chosen beneficial mutation
transiently achieves a frequency of 0.5 or more is

Prfleapfrogj�; �;Ng =

�
1R
0
�(s) e� (s;�;�;N;0:5)��s

(1� e�(s;�;�;N;0:5)) ds

(13)

Using the parameters previously estimated from an
evolving E. coli population, and following the same
logic as described at the end of the previous subsec-
tion, a beneficial mutation would occur every 15 gener-
ations or so. About one in every 55 of these mutations
would be subject to the ‘leapfrog’ effect, which should
thus occur every 800 generations or so. Therefore, it is
quite possible that some of the three periodic selection
events observed during the 1400 natural generations
experiment were complicated by this effect. Whether
empirical data would resolve the leapfrog as one or
two periodic selection events would depend, in part,
on how close in time the relevant genotypes became
numerically dominant. If a leapfrog was resolved as
two distinct periodic selection events, then the descen-
dants after 1400 natural generations should differ from
the foundingancestral genotypeby fewer than the three
beneficial mutations that would be expected under the
presumption that each periodic selection event was
caused by the sequential substitution of an addition-
al mutation (Figure 8). Figure 9a shows a numerical
simulation of theE. coli populations using the empiri-
cally estimated parameters. The resulting trajectory for
mean fitness, shown in Figure 9b, illustrates that a sin-
gle leapfrog episode may indeed give the appearance

Figure 9. (a) A simulation of competition among numerous bene-
ficial mutations. The heavy lines represent genotypes that achieve
majority status. Note that a leapfrog event has occurred in this par-
ticular simulation. Selection coefficients were drawn at random from
an exponential distribution. Parameters used are� = 35,� = 2.0�
10�9, N = 3.3� 107. (b) The mean fitness trajectory of the pop-
ulation simulated in panel (a). Note that the leapfrog phenomenon
gives the appearance of two distinct periodic selection events.

of two periodic selection events. But rather than imply-
ing the successive fixation of two beneficial mutations,
only a single substitution has actually occurred.

Discussion

Summary of results

Competition between clones that carry different bene-
ficial mutations may be very important for the evolu-
tionary dynamics of asexual populations. The preva-
lence of such ‘clonal interference’ among beneficial
mutations increases dramatically with population size
and with mutation rate. The following points summa-
rize some of the most salient consequences of clonal
interference:

1) The fixation probability of a given beneficial muta-
tion is a decreasing function of both populationsize
and mutation rate.

2) Substitutions appear as discrete, rare events, no
matter how frequently beneficial mutations arise. If
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a beneficial mutation is to overcome clonal inter-
ference and become fixed, then it must confer a
substantial selective advantage. The advantage that
is required for a reasonable probability of fixation
is an increasing function of population size and
mutation rate.

3) The rate of fitness increase is an increasing function
of both population size and mutation rate, but it is
only weakly dependent on these parameters when
their product is not small.

4) Using observable trajectories for the mean fitness
of evolving asexual populations, it is possible to
estimate both the beneficial mutation rate and the
distribution of beneficial mutational effects. We
obtained such estimates for an evolving laboratory
population ofEscherichia coli.

5) Beneficial mutations that become transiently abun-
dant, but which do not go to fixation, may be quite
common in asexual populations.

6) Some of these transient polymorphisms may give
rise to a ‘leapfrog’ effect, in which the majority
genotype at some point in time is less closely relat-
ed to the immediately preceding majority geno-
type than to an earlier genotype. Parameter esti-
mates obtained for the evolving laboratory popula-
tion of E. coli are consistent with this effect being
an important feature of asexual dynamical systems.

Assumptions of the models

The models presented here assume that the gener-
al form of the distribution of beneficial mutational
effects is that of an exponential distribution. Kimura
(1979) employs the more general gamma distribution
to describe the distribution ofdeleteriousmutational
effects. Elena et al. (1998) have shown that a compound
gamma-rectangulardistribution fits well to experimen-
tal data from transposon-induced mutations inE. coli.
Intuitively, the exponential distribution seems a good
choice for beneficial mutational effects, because it is
reasonable to suppose that there are many more benefi-
cial mutations of small effect than of large effect.Fisher
(1930) reasoned that most mutations of large effect are
deleterious as a geometrical consequence of the high
dimensionality of fitness landscapes. He argued that
the ratio of deleterious to beneficial mutations increas-
es with mutational effect (i.e., phenotypic difference
between mutant and non-mutant), because a large
radius in phenotypic space is very likely to circum-
scribe potential improvements, whereas a small radius
stands a better chance of being tangent to an improve-

ment. That this effect increases with the dimensionality
of the fitness landscape is an easily demonstrable fact
of geometry. A convincing argument for the use of
the exponential distribution in particular comes from
extreme value theory (see Gillespie, 1991, p. 262).
Suppose thatM fitness alleles are present in a popu-
lation such thatW[1]>W[2]>W[3]>...>W[M ] (whereW
denotes fitness). If the population is in dynamic equi-
librium, then the fittest of theseM alleles greatly out-
numbers the otherM-1 alleles, which are held at some
low frequency by mutation-selection balance. A fitness
mutation results in a genotype whose fitness is drawn at
random from some unknown parent distribution. Now,
imagine that a novel fitness mutation appears that is
beneficial (i.e., fitter than the current fittest genotype).
If we denote the fitness of this mutation byW[0], then
W[0]>W[1] and the selection coefficient of this novel

mutation iss =
W[0]

W[1]
� 1. Gillespie (1991) shows that

this s is exponentially distributed in the limit asM
! 1, regardless of the shape of the unknown parent
distribution. (The reason for this result has to do with
the fact thatW[0] andW[1] are the two largest fitnesses;
they are extreme values of the parent distribution.) In
other words, in the limit of infinite fitness alleles, the
distribution ofs is necessarily exponential.

To evaluate the sensitivity of our analysis to the
assumption that selection coefficients are exponentially
distributed, we replaced the exponential density with a
rectangular density, i.e.,

p(s) =

�
1=smax ; s < smax
0 ; s > smax:

See Appendix IV for results of these derivations. Fol-
lowing the logic employed inEstimation of parame-
ters, we have estimated the parameterssmax and� to
be 0.12 and 5� 10�10, respectively, for an evolving
laboratory population ofE. coli. Note that the bene-
ficial mutation rate estimate,�, is of the same order
of magnitude as was obtained assuming exponential-
ly distributed selection coefficients. Figure 10 further
shows that replacing the exponential with a rectan-
gular density changes the resulting fixation probabili-
ties only slightly. The slight discrepency when�N is
very small, such that clonal interference is unimpor-
tant, arises because the average selection coefficient
(and hence 4s) is slightly higher for the rectangular
than for the exponential distribution. The probabilities
of transient polymorphisms (eitherf>0.01 or f>0.5)
are consistently higher when a rectangular density is
assumed, although the discrepancies are small. In view
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Figure 10. The probability of fixation of an arbitrarily chosen ben-
eficial mutation is plotted against the beneficial mutation rate,�,
for various population sizes. The solid lines indicate probabilities
assuming an exponential distribution of beneficial mutational effects
(Eq. [4] with� = 35, as estimated from theE. coli populations). The
dashed lines indicate probabilities that assume a rectangular distrib-
ution of beneficial mutational effects (Eq. [33] withsmax = 0.12, as
estimated from theE. coli populations). The discrepancies resulting
from the different distributional assumptions are small.

of these results, our analyses appear to be reasonably
robust with respect to the form of the distribution of
selection coefficients.

A second assumption of our analyses is that nei-
ther the beneficial mutation rate nor the distribution
of selection coefficients changes over time. But in
a constant environment, a population becomes better
adapted with time, leaving progressively less room for
further improvement. It is likely that a well-adapted
population has(i) a lower overall rate of beneficial
mutation, (ii) a smaller average effect of beneficial
mutations, or both. Consequently,� = �(w) may be a
decreasing function of fitness, whereas� = �(w) may
increase with fitness. These parameters are therefore
constant only whenw is constant. This condition may
be met in an environment that changes just fast enough
to counter adaptation of a population.

A third assumption made in these models is that the
progress of a given beneficial mutation is unaffected
by the presence of inferior beneficial mutations. By
definition, inferior beneficial mutations cannot them-
selves competitively exclude a given beneficial muta-
tion. However, the selective advantage of a given ben-
eficial mutation will be lower relative to these inferior
beneficial mutations than relative to the ancestral geno-
type, and so inferior beneficial mutations may prolong
the time that is required for fixation of a given ben-
eficial mutation. As a consequence, there may be a
longer interval in which a superior beneficial mutation
could appear that would prevent fixation of the original

beneficial mutation. To address this possible complica-
tion, the probabilistic models were made fully dynamic
by considering all beneficial mutations since the most
recent substitution. When the dust settled, the results
were essentially unchanged from those that we have
presented. For example, the fixation probability of an
arbitrarily chosen beneficial mutation was changed by
a factor of �

�+1 which is inconsequential because� is
generally large.

An assumption made in estimating the parameters
� and� from observed fitness trajectories is that the
sudden jumps observed in these trajectories are, in fact,
fixation events. Based on the results ofThe leapfrog,
however, this assumption is questionable; if a leapfrog
event were to occur, then it would give the appearance
of two such fixation events (Figure 9). Thus, of the
three observed jumps in fitness during 1400 natural
generations (Lenski & Travisano, 1994), for exam-
ple, perhaps only two were actual fixations and one
was the result of a leapfrog episode. If this were the
case, then our estimates of� and�would be incorrect.
To evaluate the degree to which these estimates may
be in error, we changed the assumption that observed
fitness jumps represent fixations and assumed instead
that these jumps represent beneficial mutations that
achieved a frequency off > 0.5. To that end, we
employed the derivations ofClonal interference – a
general model. This change of assumption did not
appreciably affect the estimates (� = 29, � = 1.6�
10�9), indicating that our initial assumption, at least in
this case, did not introduce much error.

Model validation by simulation

A general result of the section,Clonal interference and
fixation, is that trajectories of population mean fitness
are characteristically punctuated, with sudden jumps
followed by long periods of stasis, regardless of the
mutation recruitment rate,�N. To assess this general
prediction qualitatively, we simulated the occurrence
of, and competition among, many different benefi-
cial mutations whose selection coefficients were drawn
at random from an exponential distribution. Figure 9
demonstrates that, despite fierce competition among
numerous beneficial mutations (�N = 0.1), the popu-
lation mean fitness is not appreciably affected until a
fitness variant achieves high frequency. (These results
also lend support to the assumption that mutations infe-
rior to the currently dominant variant play a negligible
role in clonal interference.)
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To test the models quantitatively, we ran repeat-
ed simulations. The probabilistic predictions for(i) the
probability of fixation,(ii) the expected fitness increase
conferred by a substitution,(iii) the expected substitu-
tion rate,(iv) the probability of transiently achieving
polymorphic frequency, all agreed well with a large
number of fully stochastic simulations. We emphasize
that these simulations allow for the more realistic situ-
ation in which a mutant may acquire further beneficial
mutations at any time after its appearance.

Inclusion of the double mutant

To this point, we have emphasized competition
between three genotypes, the progenitor (ab) and two
mutants that carry different beneficial mutations (Ab
andaB). However, a fourth genotype should eventu-
ally appear that has both beneficial mutations (AB). If
the effects of the two beneficial mutations on fitness are
additive, then the double mutant will eventually take
over the population. A full treatment of the dynamics
involving this fourth genotype is beyond the scope of
this paper. For now, we address only one particular
issue. If a leapfrog event is to be manifest, then geno-
typesAb and aB must each achieve majority status
beforeAB does; otherwise, the dynamics will appear
as a sequential substitution (Figure 7). The probability
of occurrence of the leapfrog must, therefore, incor-
porate the probability that sequential substitution does
not occur. We have conservatively estimated this prob-
ability as

exp

8<
:��(s)�e

2tzZ
0

y(t) dt

9=
; ;

this factor was incorporated into the integrand of equa-
tion (13) and found to have a negligible effect (proba-
bilities were reduced by no more than five percent for
a wide range of parameters). Therefore, we neglected
this factor in our earlier developments in order to keep
things as simple as possible.

Implications for the evolution of reproductive
strategies

Muller (1964) briefly alludes to the concept of clonal
interference while making a case for the evolutionary
advantage of sex. Muller argued that adaptive evolu-
tion of asexual populations is inefficient, because the
fraction of beneficial mutations that are lost due to
competition with alternative beneficial mutations may

be substantial in a large population. Recombination
would remedy such inefficiency, which suggested an
evolutionary advantage for sex. This argument was
restated and exploredanalytically by Crow and Kimura
(1965), to which Maynard Smith (1968) responded by
pointing out that Muller’s original argument relied on
the erroneous assumption that mutations were unique
events, such that each could occur only once. In a
counter-example, Maynard Smith demonstrated that
models of sexual and asexual systems yielded the same
rate of adaptive evolution when mutations were treat-
ed as recurrent events. For a nice summary of this
controversy and further developments on this topic,
see Felsenstein (1974, 1988). Much recent work has
focused on how fixation probabilities are affected by
variance in fitness at background loci and the degree
of linkage to these loci (Barton, 1993, 1995; Keight-
ley, 1991; Pamilo, Nei & Li, 1987; Peck, Barreau &
Heath, 1997). Barton (1994) derived the conditional
probability of fixation of a beneficial mutation given
that a single substitution occurs or that substitutions
occur at a given rate. He explored the dynamics of this
probability under varying degrees of recombination.
We believe that the models presented here may con-
tribute to understanding the evolution of sex by giving
an explicit expression for the unconditional probabil-
ity of fixation of a beneficial mutation, in the limit as
recombination rate goes to zero.

Another part of a population’s reproductive strate-
gy, namely its mutation rate, may also be affected by
the clonal interference phenomenon. Much work has
been done to determine whether and how natural selec-
tion may adjust mutation rates. A high mutation rate
may confer an evolutionary advantage, for example, if
it increases the rate of substitution of beneficial alleles.
This advantage, however, must overcome the disad-
vantage of a parallel increase in deleterious mutations.
Leigh (1970) demonstrated theoretically that elevated
mutation rates can evolve in asexual populations that
experience oscillating selection on some locus. Since
then, much work has supported the notion that evolu-
tionary elevation of mutation rates is at least possible,
and perhaps likely, in changing environments (Gille-
spie, 1981; Ishii et al., 1989). In light of the devel-
opments presented in this paper, however, it seems
that the strength of selection to elevate mutation rates
(above some minimal value set by the physiological
cost of fidelity) may be smaller than the established
theory would indicate, especially when populations are
large. As we have shown, an increase in mutation rate
hardly changes the rate of adaptation of large popula-
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tions because of clonal interference (Figure 5). To gain
an appreciable increase in the rate of adaptation for a
large population would, therefore, require a dispropor-
tionate increase in mutation rate. Such a large increase
in mutation rate, however, would undoubtedly have
a detrimental effect due to the greatly increased pro-
duction of deleterious alleles. Consequently, it seems
reasonable to suggest that selection for elevated muta-
tion rates should be weak in large populations.

Implications for the general nature of adaptive
evolution

Three especially interesting consequences of the
results obtained here concern the general nature of
adaptive evolution in asexual populations. The first
is that one should expect the trajectory for mean fit-
ness of any asexual population to be punctuated with
short bursts of rapid, significant increase followed by
long periods of stasis, regardless of the size of the
population or its mutation rate. This result contra-
dicts the intuitive, but erroneous, view that discrete
bouts of periodic selection (in which individual muta-
tions sweep to fixation) should overlap, thus giving the
appearance of continuity, when the mutation recruit-
ment rate,�N, is sufficiently high. A second intriguing
implication is that there exists a ‘speed limit’ on the
rate of adaptive evolution in asexual populations. As
shown in Figure 5, the rate of improvement in a popu-
lation’s mean fitness decelerates with increasing� and
N. This result reflects intensified clonal interference as
well as the longer time required for selection to pro-
ceed to fixation in large populations. A third important
consequence is closely related to the second: the rate
of adaptive evolution is clearly not always limited by
mutation rate. In fact, because of clonal interference,
the rate of adaptive evolution is only weakly dependent
on mutation rate and population size unless�N is small
(�N< 0.1 for� = 35).

Evidence for transiently common beneficial mutations
in microbial populations

One of the intriguing consequences of asexuality is
that beneficial mutations may become quite common
temporarily but eventually go extinct as superior muta-
tions arise (Figures 8 and 9). In principle, it should be
possible to find evidence for this effect in natural pop-
ulations of asexual organisms. A complication arises,
however, in that a beneficial mutation may also become

transiently common, but then disappear, if the environ-
ment changes so that the mutation is no longer favored.

For example, Holmes et al. (1992) followed the
molecular evolution of a population of the human
immunodeficiencyvirus (HIV) within a single infected
patient, and their data show several instances of tran-
siently common mutations. In particular, they mon-
itored changes in the RNA sequence encoding the
third hypervariable loop of gp120 (V3) throughout the
asymptomatic phase of infection (7 years) of a single
hemophiliac patient. All 12 viral sequences that were
obtained immediately after infection were identical,
and these were denoted as sequence A. In year three, a
set of related sequences, denoted C1 through C5, were
numerically dominant (11 of 15), but in year seven they
and their descendants comprised only a small fraction
of the population (2 of 13). By contrast, sequence E1
was present only as a small minority (1 of 15) after three
years, but after seven years it and its descendants were
numerically dominant (10 of 13). Within the E1 clade,
a subset of derived sequences, denoted E2 through E5,
became numerically dominant after five years (19 of
23). However, neither they nor their descendants were
represented by even a single sequence in years six (0
of 15) and seven (0 of 13). Thus, it is evident that
certain mutations became transiently common, only to
decline subsequently in frequency. Moreover, the data
show the ‘leapfrog’ effect in which the majority type
at one point in time isnot descended from the major-
ity type that immediately preceded it. Holmes et al.
(1992, p. 4838) recognized the importance of these
dynamics when they said that changes in the viral pop-
ulation, ‘instead of being the sequential replacement
of one antigenically distinct variant by another, may
involve a complex interaction between the different,
and competing, evolutionary lineages present in the
plasma.’

The one caveat to our interpretation of these data,
however, is that the host immune system responds to
the viruses, and so the HIV population is evolving in a
changing environment. Thus, for example, sequences
E2 through E5 may not have been driven extinct solely
by an intrinsically superior mutation, but instead they
may have become selectively disadvantaged after they
were targeted by the immune system. This scenario
is supported by the fact that the V3 loop is a princi-
pal target of the immune system. But even with the
added complication of the changing immune environ-
ment, asexuality can have important dynamical con-
sequences for HIV and other pathogens. In particular,
the ‘leapfrog’ effect necessarily increases the genetic

gene421.tex; 26/05/1998; 13:48; v.7; p.13



140

distance between successive majority types (Figures 7
and 8), and so it may actually facilitate a pathogen’s
evasion of the host immune response.

An unambiguous demonstration of the ‘leapfrog’
effect will require data from an asexual organism liv-
ing in a constant environment. To that end, we are now
using molecular methods to determine the phyloge-
ny of clones sampled over time from an experimental
population ofE. coli, as it evolved for thousands of gen-
erations in a defined laboratory environment (Lenski
et al., 1991; Lenski & Travisano, 1994; Elena et al.,
1996). If the ‘leapfrog’ phenomenon is important, then
we expect to see a clade become numerically dominant,
only to be driven extinct by the emergence of anoth-
er, even more successful clade that is derived from its
ancestral base (rather than from the formerly dominant
clade).

A suggestion for further research

Clonal interference is not the only dynamic that inhibits
the progression of beneficial mutations to fixation in an
asexual population. A similar inhibition may be caused
by Muller’s ratchet (Muller, 1964; Haigh, 1978), in
which deleterious mutations will tend to accumulate in
small asexual populations. As shown by Manning and
Thompson (1984) and by Peck (1994), the fate of a ben-
eficial mutation is determined as much by the selective
disadvantage of any deleterious mutations with which
it is linked as by its own selective advantage. In asex-
ual organisms, the entire genome in which a beneficial
mutation occurs will remain linked to that mutation
and will hitchhike to fixation if that is the fate of the
mutation. Therefore, a beneficial mutation that spreads
to fixation presents a severe population bottleneck in
which only a single genome is sampled, thus exac-
erbating the effect of Muller’s ratchet. Consequently,
a beneficial mutation may only be considered advan-
tageous if its benefit more than compensates for the
drastic reduction in effective population size caused by
its fixation and the associated acceleration of Muller’s
ratchet.

Haigh (1978) modeled the effect of deleterious
mutations on population fitness; Manning and Thomp-
son (1984) and Peck (1994) modeled the effect of dele-
terious mutations on the fate of beneficial mutations;
and the models presented here provide a quantitative
account of how beneficial mutations affect one another.
A logical next step would be to integrate these mod-
els into a single theoretical treatment of mutation in
asexual populations. Such a synthesis would be a valu-

able contribution toward a general understanding of
evolutionary dynamics in asexual systems.
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Appendix I: Probability of surviving drift

In the first few generations of growth, a beneficial
mutation may be lost by random sampling events,
or drift. Haldane (1927) derived the probability of
surviving drift for a single beneficial mutation. His
derivation made use of a result from the theory of
branching processes, which states that probability of
extinction (i.e., not surviving drift) is obtained by
solving the equationf(�) = �, where f(�) is the
probability-generating function for number of off-
spring (see Ewens, 1969, p. 79). A simple assumption
for multicellular, sexual organisms is that this func-
tion generates a Poisson distribution, in which case
the probability of survival of a beneficial mutation
approximates2s. Our analyses, however, are based
on the fundamental assumption of no recombination.
We may further restrict our analysis to a particular kind
of asexual organism, namely asexual bacteria. Bacte-
ria reproduce by binary fission, and so we derive the
generating function as follows. Our assumption of a

constant population size (see below) implies a sam-
pling event every generation. Thus, a bacterium that
divides before sampling will leave zero, one, or two
offspring after sampling. In the case of bacteria, there-
fore, the probability-generating function for number of
offspring is

f(�) = (1� c=2)2 + c(1� c=2)�
+(c=2)2�2;

(14)

wherec is the expected number of offspring after divi-
sion and sampling. Thus, the probabilities of passing
zero, one, and two offspring to the next generation are,
respectively,(1� c=2)2; c(1� c=2); and(c=2)2. The
selective advantage of the mutant iss = ln c by def-
inition, or approximatelys � c � 1 whens is small.
Let�(s) denote the probability that a beneficial mutant
survives drift. Then, by substituting 1 +s for c in (14)
and solving the equationf(1� �(s)) = 1� �(s), we
obtain�(s) = 4s

(1+s)2 , which is approximately 4s for
smalls. All derivations in this paper employ the gener-
al notation,�(s), whereas all computations implement
the approximation,�(s) � 4s.

Appendix II: n-genotype logistic system with
mutation

General solution

Logistic dynamics of ann-genotype system are mod-
eled by assuming that(i) total population size is con-
stant, i.e.,

nX
i=1

xi = N;

wherexi is numberof individuals of genotypei, and(ii)
the differences in Malthusian parameters are constant:

mi �m1 = si; i = 2; :::; n; (15)

where

mi =
1
xi

dxi
dt
; and

m1 =
1
x1

dx1
dt

=�
nP
i=2

xi �N

�
�1� nP

i=2

dxi
dt

�
:

Equation (15) may, therefore, be rewritten as:
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1
xi

dxi
dt

+

 
N �

nP
j=2

xj

!
�1

 
nP
j=2

dxj
dt

!
= si; i = 2; 3; :::; n:

(16)

This system ofn-1 equations can be rearranged as
follows:

dxi

dt
= xi

0
@si � 1

N

nX
j=2

sjxj

1
A ; (17)

wherei = 2,3,...,n. Although this system of equations is
non-linear, its symmetry makes an analytical solution
possible. The key to its solution is the transforma-
tion Xi = lnxi � sit. The system of equations now
becomes:

dXi

dt
= �

1
N

nX
j=2

sj e
Xj+sjt; (18)

where i = 2,3,...,n. Thus, the time derivatives of all
transformed variables are equal:

dXi

dt
�
dXj

dt
= 0; (19)

where i,j = 2,3,...,n. Integration of (19) yields
Xi � Xj = kij , andkij is a constant of integration that
is determined from initial conditions:

kij = Xi(0)�Xj(0) =

lnxi(0)� lnxj(0);
(20)

wherei,j = 2,3,...,n. Thus, the system of equations is
uncoupled by substitutingXj from (18) withXi - kij ,
which yields:

dXi

dt
= �

1
N

nX
j=2

sj e
Xi�kij+sjt; (21)

wherei = 2,3,...,n. From solution and subsequent back-
transformation of equation (21), the analytical solution
of ann-genotype logistic system is obtained:

xi(t) = xi(0)esit 
1+ 1

N

nP
j=2

xj(0) (esjt � 1)

!
�1

;
(22)

wherei = 2,3,...,n, and

x1(t) = N �

nX
j=2

xj(t): (23)

Application of boundary conditions due to mutation

If genotypei appears by mutation at time� i, then
boundary conditions arexi(�i = 1. From these, the
initial conditions are determined; they are

X0 = R
�1
N; (24)

whereX0 is a vector whose elements arexi(0); i =
2; 3; :::; n;R is ann-1� n-1 matrix whose elements
are

rij =

�
N esi�i + 1; i = j

1� esj�i ; i 6= j;

i,j = 2,3,...,n, andN is a vector whosen-1elements are
the constantN.

Notation for the 3-genotype case

The developments in this appendix use a more general
notation than is used in the rest of the paper, wherex1

is simply denoted byx, x2 is denoted byy, andx3 is
denoted byz. This 3-genotype case has the particular
solution:

y(t) = esyt
h

1
y(0) +

1
N�

esyt � 1+ z(0)
y(0)(e

szt � 1)
�i
�1

z(t) = eszt
h

1
z(0) +

1
N�

eszt � 1+ y(0)
z(0) (e

syt � 1)
�i
�1
:

(25)

The initial conditions are determined from the bound-
ary conditions,y(0) = 1 andz(tz) = 1; they are

y(0) = 1
z(0) = esytz + N

N esztz+1

(26)

Appendix III: Expected number of candidate
replications

Here we derive the expected number of replications that
may generate superior mutations that prevent a given
beneficial mutation from attaining some frequency,f.
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We have called thesecandidate replications, denoted
byR, in the subsection,Clonal interference – a general
model. The crucial step in the derivation ofR is finding
an expression for the time,tz, at which a superior
mutation must appear if the original mutation is to
attain a maximum frequency of exactlyf.

The time, tmax, at whichy reaches a maximum
number is determined fromdy

dt
jtmax(tz) = 0; it is

tmax(tz) =
1
sz

ln
�

sy
sz�sy

N2

e(sy�sz)tz + N e�sztz

�
:

(27)

Whene(sy�sz)tz < Ne�sztz (i.e., whenesytz < N ),
equation (27) is well approximated by omitting the
terme(sy�sz)tz from the denominator, resulting in the
approximation

tmax(tz) =
1
sz

ln

�
Nsy

sz � sy

�
+ tz: (28)

The constraints under which this approximation works
well are discussed later.

We now calculate the timetz at which superior
mutationz must appear ify is to achieve a maximum
of exactlyfN. The solution toy(tmax(tz)) = fN is

tz =
1
sy

ln

0
B@ N

�
1+ sy

sz�sy

�
�

1
f
� 1
��

Nsy
sz�sy

�sy=sz

�

sy
sz�sy

1
CA : (29)

Next, we use the fact that the expected number of
candidate replications,R, givensy andsz > sy, is well
approximated by evaluatingRatsz = hszjsz > syi =
sy +

1
�

, to derive the expected number of candidate
replications:

R '
t̂zR
0
x(t)dt

= N
s

ln
�
N
h
1+

�
1

1+�s

�
�
( 1
f
� 1)(�sN)

�s
�s+1 � �s

�i
�1
� (30)

wheret̂z is simplytz evaluated atsz = sy +
1
�

.
The approximation made in equation (28) is, for

our purposes, essentially an equality whenesytz < N .
If we combine this condition with equation (29), then
the approximationworks well only when the frequency
f meets the following condition:

f <

"
2
N

�
Nsy

sz � sy

�1�
sy

sz

+ 1

#�1

: (31)

If we let sz = hszjsz > syi = sy +
1
�

, and if we
simplify the notation so thats = sy, then the above
condition becomes

f <

�
2
N
(�sN)

1
1+�s + 1

�
�1

: (32)

This upper bound onf reaches a minimum value when
@f

@s
= 0, so that an overall bound below which the

approximation works well is obtained by solving for
the value ofsthat satisfies ln(�sN) = 1+ 1

�s
and using

that value in equation (32). In general, the approxima-
tion is valid whenf < 0.95 provided thatN is greater
than 104. For the purposes of this paper, the approxima-
tion is essentially an equality because we are concerned
only with the casesf = 0.01 andf = 0.5, for which the
approximation works extremely well. We compute fix-
ation probabilities, i.e., the boundary casef > N�1

N
,

using the simpler derivations inClonal interference
and fixation.

Appendix IV: Functions employing the
rectangular distribution

We present here the results only of the derivations in
which a rectangular distribution replaces the exponen-
tial distribution of beneficial mutational effects. The
probability of fixation of an arbitrarily chosen benefi-
cial mutation is:

Prffixjsmax; �;Ng =
1

smax

smaxR
0

�(s)e��R(s;smax;�;N)ds;
(33)

where

�R(s; smax; �;N) =
�

s
N lnN�

�
s2max

�s2

2smax

�
(assuming that� (u) is approximately linear). The
expected rate of substitution of beneficial mutations
is:

< �R(smax; �;N) >=
�NPrffixjsmax; �;Ng:

(34)

The expected selection coefficient of successful muta-
tions is:
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< sR(smax; �;N) >=
smaxR

0

s�(s)e��R(s;smax;�;N)ds

smaxR
0

�(s)e��R(s;smax;�;N)ds

;
(35)

where�R(s; smax; �;N) is as defined above for equa-
tion (33). The expected number of superior mutations
in the interval (0,̂tz) is:

 R(s; smax; �;N; f) =

�
s
N ln

�
N
�R

�
�
�
s2max

�s2

2smax

�
:

(36)

The expected number of superior mutations in the inter-
val (t̂z; tf ) is:

R(s; smax; �;N; f) =

�
s
N ln(�R)�

�
s2max

�s2

2smax

�
;

(37)

where

�R = 1+ 1
smax+s�

(smax � s)( 1
f
� 1)

�
2sN

smax�s

� 2s
smax+s

� 2s

�
:

The probability that an arbitrarily chosen beneficial
mutation transiently achieves polymorphic frequency
(f > 0.01) is:

Prfpolyjsmax; �;Ng =

1
smax

smaxR
0

�(s)e� R(s;smax;�;N;0:01)

(1� e�R(s;smax;�;N;0:01)) ds

(38)

Finally, the probability that an arbitrarily chosen ben-
eficial mutation transiently achieves majority status is
obtained by replacing 0.01 in equation (38) with 0.5.
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